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Introduction

 Infrastructure ?

◦ Wikipedia:

Infrastructure can be defined as the basic 

physical and organizational structures

needed for the operation of a society or 

enterprise, [1] or the services and facilities 

necessary for an economy to function. [2]



Infrastructure @ IFCA

 … several “independent” parts:

Hardware Deployment

Maintenance

Global Coordination

Project Management

System Administration

Users Support

Software and Middleware

Development

Application Integration

Final Users

Global Support

Disemination and Outreach

Transferencia Tecnológica

Colaboración con Empresas



Visiting the IFCA

 Comunications Room + few servers in floor 0



Visiting the IFCA

 Computing Room in floor -2
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Basic Room Infrastructure

 Room. Suelo Técnico.

 Electrical Power. UPS.



Basic Room Infrastructure

 Cooling Systems.

 Detección de Fuego y Extinción.

Big initial effort + Manteinance



Altamira (RES)

Red Española de Supercomputación
 Job submision using grid middleware

◦ KEPLER allows Drag&Drop creation and execution of 

workflows for distributed applications + UNICORE



Computing Power

TORQUE + MAUI . Access from several Grid CE and direct queue access for Local Users



Bladecenter HS21 XM (Grid-CSIC)



Massive Storage

 Based on GPFS

◦ IBM ds4700 (16 disks)

+ 6 x exp810 (16 disks)

◦ Disks 500GB/750GB/1TB

◦ 1 IFCA

2 CMS (+2)

2 Grid-CSIC

 Array – LD – LUN – dev+RDAC – NSD -
Filesystem

 Performance + Redundancy

 SRM (storm): Access from GRID + Local POSIX



Network
 CISCO 6509

 2x  4 10Gbps ports card

◦ Storage + Blade Centers

 1x 24 1Gbps ports card (services)

◦ Several Services + other switches

 Backbone 40Gbps

 Performance, Stability

 Private Networks (differentVLANs):

◦ Altamira

◦ Grid

◦ Administration

 Conexión to RedIRIS

◦ 1+1 Gbps

◦ To be upgraded next year ?



Monitoring
 Ganglia

 WNs / Storage / Projects

 Nagios

 Job Mon-Arch

 Cacti

 GRID Projects Tools

 CMS Monitoring Tools

 Development of Software “AGRESTE”: A Great Resource Supervision Tool

◦ Monitoring and warning supervision tool for large clusters

◦ Very light and modular design

◦ Under development, first prototype running



Administration Hardware Tools

- Private Network

- Expert tools

- ssh, and a scripts



Basic GRID Components

 UI, CE, SE, BDII, RB, VOMS, SRM(storm), 

…

 Scalablity problems

◦ Pools of UIs, CEs, SEs

 Services non shared

by different projects



Resource Integration in GRID Projects.

Problems and Challenges

 Stability versus Updated

 Several services have to be replicated (CE, MON)

 Others have to be modified (CrossBroker access to several top BDII)

 Resource allocation

 CMS requirements

 Grid Users + Local Users – security

 Abuses , users and Vos

 Dangerous jobs detection (8 cores/node mix)

 Complex Environment

◦ Not allways easy to locate of the sources of a problem



Human Infrastructure



The Rebellion of the Grid , Hunterwasser / Maite Marco


