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1 EXECUTIVE SUMMARY
Summarize the research community applications/plans/priorities
Water reservoir....
KPI table for this research community

	Area
	Impact Description
	KPI and Values (minimum/ideal/stretch)

	Accessibility
	Increased access and usage of e-Infrastructures by scientific communities, simplifying the “embracing” of e-Science. 
	· Number of ESFRI communities that have adopted INDIGO solutions by the end of the project: 5/8/10 ESFRIs  +1 LIFEWATCH,     +1 LTER 

· Number of production sites supporting the software releases by the end of the project 20/50/80 +5 IFCA, EBD, CITIC, BARI, LIP

	Availability
	Availability of an open framework with mid/long term sustainability (also avoiding lock-in to particular hardware or software platforms in the development of science)
	· Number of marketplaces where providers making use of project results are advertised: 2/3/5
· Number of Open Source projects contributed by the project developments: 5/8/10

	Usability
	Use of virtualized GPU or interconnection (containers).

Implementation of elastic scheduling on IaaS platforms.

More direct access to state-of-the art resources, reduction of the learning curve. It should include analysis platforms like R-Studio, PROOF, and Octave/Mathlab, Mathematica, or Web/Portal workflows like Galaxy.
	· Number of production sites running INDIGO-based solutions to provide virtual access to GPUs or low latency interconnections 10/25/40 +5 IFCA, EBD, CITIC, BARI, LIP
· Number of production sites providing support for Cloud elastic scheduling 6/9/12 +5 IFCA, EBD, CITIC, BARI, LIP
· Number of popular applications used by the user communities directly integrated with the project products: 6/10/12 +4 GALAXY, TRUFA, DELFT3D, R-STUDIO+R-SERVER
· Number of research communities using the developed Science Gateway and Mobile Apps: 7/10/12 +3 LIFEWATCH, LTER, CITIZEN SCIENCE BIO
· Research Communities external to INDIGO using the software products: 3/5/7 +1 LTER

	European technology leadership
	Strengthening the competitiveness and growth of companies by developing innovations meeting the  needs of European and global markets; and, where relevant, by delivering such innovations to the markets;
	· Number of business cases elaborated: 3/5/7
· Number of open source components made available: 15/20/25

	Impact on Policy
	Policy impact depends on the successful generation and dissemination of relevant knowledge that can be used for policy formulation at the EU, or national level. 
	· Number of contribution to standards coming from INDIGO developments: 3/5/7
· Number of contributions to roadmaps, discussion papers: 8/10/12 +1 RDA/ENVIRONMENTAL

	Visibility
	Visibility of the project among scientists, technology providers and resource managers at high level.
	· Number of press releases issued: 4/6/8 +3 LIFEWATCH
· Number of downloads of material from website per year: 1000/1500/2000 +100 LIFEWATCH
· Number of download of software from repository per year: 500/700/900 +100 LIFEWATCH
· Number of events attended: 20/30/40 +5 EGI Conf, EGU (Vienna), Ecolog EU, 
· Number of domain exhibitions attended: 10/15/20 +3 EGI Conf, EGU (Vienna), Ecolog EU, 
· Number of communities and stakeholders contacted: 100 +10 GBIF, TAXO, LTER, LAKES, MANAGERS, … 

	Knowledge Impact
	Knowledge impact creation: The impact on knowledge creation and dissemination of knowledge generated in the project depends on a high level of activity in dissemination to the proper groups.
	· Number of journal publications:  2/3/4
+3 TRUFA (Bio), DELFT3D (Env), INDIGO Solutions (Computing)
Number of conference papers and presentations: 20/30/40 +10 TRUFA (Bio), DELFT3D (Env), INDIGO Solutions (Computing), Persistency, 



Table 4 Key Performance Indicators associated to the various areas addressed by INDIGO.

2 INTRODUCTION
2.1 Description of the problem/challenge
The problem that will be addressed is the prediction of algae bloom in a water reservoir.

This is a major problem, related to eutrophication problems due to anthropogenic pressure (human activities, like farming) and also to climate change (warmer summers favour algae bloom). 
The prediction requires modelling the water reservoir from the hydrological perspective, predicting the temperature of the water and its composition, and then from the biological view, with processes related to algae growth, related to the oxygen level, etc. 

Publications/presentations/project link:

Roem+
2.1.1 Hydrological simulation

Simulating a large mass of water 
2.1.2 Biological simulation
The many processes involved in 
2.1.3 Real data measurements

The real data measurements require profiling, weather,... analytics on water...
2.2 Components of the proposed solution

The solution requires several components.

The simulation is based in the DELFT3D package, and open solution from DELTARES. There are two components...

The 

2.3 Description of the community and roles
The problem is being addressed in a project lead by an SME with the support of a research center
2.3.1 ECOHYDROS SME

Biologists

Real data measurements

Need to contrast the predictions and make new hypothesis (example: what if a depuradora doesn’t work)

2.3.2 IFCA-CSIC, Research Organization
Researchers in computing

Link to e-Infrastructure (HPC: Altamira, Cloud, Grid, large storage)

2.3.3 Stakeholders

-Water management authorities

-DELTARES 

-

2.4 Status and Plans (exploitation)
2.4.1 Current status
-DELFT3D is working on HPC and HTC

-Very good results on hydrological model

-Encouraging for biological

2.4.2 Key (S/T) requirements

-Biologists should be able to launch the model and run in parametric mode (?)

-DELFT3D takes time in HPC (how many hours?)

-Postprocesing using R over large output

-Visualization?
2.4.3 Next steps and potential exploitation

-Model Cogotas

-Propose as a SME offer

-Publish results

-Exploit: 

--conferences (limnology)

--presentation of the ROEM+ results in may

--IRVNE: model invasive species

3 THE DATA CYCLE
DataONE
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ENVRI:

3.1 Vocabularies and Ontologies

Are they relevant? 

Internal vocabularies related to environmental variables: for example DO = Dissolved Oxygen...

Thermocline
3.2 DMP tool plan:
(table?)

Includes METADATA, etc...
3.3 Data Processing steps

3.3.1 From RAW Data to Calibrated Data
3.3.2 Calibrated Data is “curated”
3.3.3 Validation

Contrast with external sources

Analytical and in situ measurements

Reference plots:

-Thermocline profile along 6 months

-Water Level 

-Oxygen profile

-...
4 SIMULATION/MODELING
The different...
4.1 Basic characteristics of the simulation
4.1.1 DELFT3D
Delft3D

Reference:

Installed in ALTAMIRA (HPC)

Installed in laptop 
4.2 HPC requirements

5 SPECIFIC USE CASES
The different...
5.1 Final User

5.1.1 Biologist wants a plot from final data selecting...

5.2 Data Curator

5.2.1 An algorithm is applied to complete time series

6 IMPLEMENTATION DETAILS
The different...
6.1 Current Resources

6.1.1 CLOUD, GRID, Clusters, HPC

6.1.2 Storage

6.2 Improvements in HPC

6.2.1 E
	Software used
	

	Operating system requirements
	

	Run libraries requirements
	

	CPU requirements
	

	Memory requirements
	

	Network requirements
	

	Disk space requirements
	

	External data access requirements
	

	Typical processing time
	

	Other requirements
	

	Other comments
	

	Relevant references or URLs
	


7 CONNECTION WITH INDIGO SOLUTIONS 
The different...
7.1 PaaS WP5
7.1.1 E
7.2 SaaS WP5

7.2.1 E
7.3 Other

7.3.1 E
8 FORMAL list of REQUIREMENTS
Into Backlog

Grouped (Cloud, HPC, Grid, Data management)
HPC:

2.1a.1: DataCloud should allow execution of an HPC application in 8 cores with MPI

2.1a.2; ...

9 References
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